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Abstract external conditions with low latency. On the other hand,

- - . vin lid tim verywhere is very practical for
Timing systems are crucial ingredients for the succes aving a solid timebase everywhere is very practical fo

ful operation of any particle accelerator complex. They ar me-tagging acq_uwed data. Also, fqr actuators, it Sho?"d
used not only to synchronize different processes but al o noted that a t|me-bas§d_ system in \.Nh'Ch the deadlines
to time-stamp and ensure overall coherency of acquir Qe very close to the emitting time is in effect an event-
data. We describe fundamental time and frequency figur%’gsed system.

of merit and methods to measure them, and continue with a

description of current synchronization solutions for eliff TIMING CONCEPTS

ent applications, precisions and geographical coveragk, a

some examples. Finally, we describe new trends in timing The basic idea of an event system is very simple, and its

technology and applications. implementation — i.e. deciding which events to be broad-
cast when —is very accelerator-specific. The rest of this pa-
INTRODUCTION per will look instead at how to distribute a common notion

o ) of time from a central location to many distant receivers.
Control and data acquisition systems for particle accelis notion of time is embodied by a clock contained in

erators often need to ensure time-coherent behavior ingdch one of the receivers. A clock can be simplistically
distributed environment. This is usually achieved by @, gt of as the combination of a clock signal (a repetitive
dedicated tm_nng ne_twork whose purpose is to dlstrlbut_egquare wave of a given frequency) and a counter counting
common notion of time from one master to many recéiVgeys of that clock signal from some arbitrary instant. If
ing nodes. Time distributed in this way can be universgle ansyre that two nodes hold the same count at any given
— such as Coordinated Universal Time (UTC) — or locally,oment, they are said to be synchronized. As we will see
generated in the facility. The former is more convenient fof, yhe following sections, there are techniques to evaluate
cases where data tagged using many time sources MUstfIg jejays of transmission between a master and a slave
correlated, and the latter is typical of cases where a beafs4e  1f we can send a clock signal from master to slave
synchronous clock signal is used for time-keeping. ONce g,y hhase-shift this signal yseconds in the receiver we
common sense of time is present in all nodes, time-basgfl, |4 in principle obtain a copy of the master clock sig-
control and data acquisition strategies can be used [2], iffg| i the slave. But this assumes that the clock signal is
stead of or in addition to event-based strategies. To '”“?)'erfectly periodic, which is never the case. The following

trate the difference between these two paradigms, letis 10Qe(ion deals with departures from this ideal case and ways
atan example. Imagine somebody wants many kicker mag partially mitigate them.

nets to fire all at midday exactly:

e In an event-basedystem the timing master would he i fect clock si |
wait for UTC=12:00 and send a message using th-g € Impertect clock signa

timing network, to which the timing receivers con- \ye wjll take the clock signal to be a sine wave with-

cerned would react by producing pulses driving thgy,t any loss in generality, since a square wave is nothing

kickers. o else than a sum of sine waves, even a finite one because
e In a time-basedsystem, the timing master would of handwidth limitations. Real-world clock signals presen

broadcast a message instructing the receivers 0 oyhperfections [9] in both amplitude and phase as expressed
put a pulse at midday. This message would be sepy ¢q. 1.

some time before the deadline of 12:00 UTC, and the
r_eceivers would use the@r internal notio_n of time - de- a(t) = A(1 + a(t)) sin(wt + (1)) 1)
rived from the same timing network using techniques

we will dgscnbe shortly — 10 compare it with the "®"1n our case, most of these clock signals are output by digital

guested time and generate the output pulse when thegrstes with hard amplitude limiters. These square signals do

is a match. not suffer from amplitude modulation, so we will ignore
Real-life accelerator timing systems often combine the twthe a(t) term from now on. The random variations in the
approaches. Event-type behavior is very popular for drivzero-crossing of the pseudo-periodic signals arise fram th
ing actuators, especially when the master needs to react#@) term, usually called phase noise. Ignoring amplitude



modulation, eq. 1 can be re-written as 4 S.(f) i - other
¢ 5\

a(t) = Asin (w (t + (‘D(t) )) (2) 4 _ 2 white frequency noise

w
f" flicker phase noise

showing that thé”u()—t) term, which has dimensions of time, /
represents the time deviations in zero-crossing between th
perfect and the imperfect periodic waveformg(t) is a
random signal whose rms value is in principle a good indi
cator of clock quality. Dividing that rms value ly gives
the clock jitter. f

f f,

white phase noise

v

Phase noise and jitter

Unfortunately, all clocks ultimately diverge in phase and”
even frequency, in such a way that the rms calculation dtor.
jitter gets bigger and bigger as the averaging time grows.
In order to tackle this problem, it is useful to work in thejncreasing the integration limits results in bigger and-big
frequency domain. The Fourier transformft), noted ger measured jitter.
®(f) has the same energy as the time-domain signal. This|p rea| life, however, an application — as we shall see —
result, expressed mathematically in eq. 3, is known as P& only sensitive to jitter generated between two finite lim-

igure 1: One-sided PSD of phase noise for a typical oscil-

seval's theorem [7]: its in the PSD curve. Figure 1 shows a typical plot of the
+oo +oo one-sided PSDY,.( f)) of the phase noise for an oscillator.
/ lo())? dt = / | (f)? df (3) Integration limits are set betwe¢fip, and fr. Phase noise
—o0 —0o0 below f;, corresponds to variations which are so slow as

to be common mode for all timing receivers under all cir-
cumstances. For example, if accelerators at CERN change
beam every 1.2 seconds, phase noise below say 1 mHz will
give an almost constant contribution during the 1.2-second
span and therefore will not affect the performance of the

The units of the left-hand side (LHS) of eq. 3 arei?-s.
A real-life signal would be bounded in time. If we call
¢r(t) a signal which is non-zero only between times
and%, its Fourier transformis:

+T/2 timing system. Reasons for establishing an upper limit in
dr(f) = / or(t)e 2™t dt (4) integration stem mainly from the inability of some systems
-T/2 to react to such fast variations, i.e. to limitations in band

width. These limitations can be in electronics, such as the
gbandwidth of the input stage of a digital gate, or in electro-
mechanical systems such as an RF accelerating cavity. It
1 [*T/2 ) +00 |<I>T(f)|2 is important to justify lower and upper integration limits
T/ er(t)|”dt = / df (5 fora given application based on both requirements and an
intimate knowledge of the system.
Since the LHS of eq. 5 is clearly a measure of the power of Phase noise and jitter can be measured with dedicated

the signal, the ter2zU) in the RHS can be interpreted instruments or with an oscilloscope in infinite persistence
as a Power SpectraITDensity (PSD). In fact, the Wienefnode. It should be borne in mind that the definition of

Re-writing eq. 3 with the truncated signal and dividin
both sides byI" we have:

| il CAvA B
—-T/2 —0o0 T

Khintchine theorem [8] tells us that phase noise_involve_s comparing a nois_y waveform vv_ith an
ideal non-existent sine wave, while typical setups using an
.1 illoscope measure one edge of the noisy clock signal
SI(f)= lim = |® 2 6) os¢ P 9 . y 9
e (f) T—oo T [©r(F)] © with respect to another edge happening later [4]. Some-

. . times the clock signal recovered in a timing receiver is used
11 _ m
whereS,, (f) is the two-sided PSD of the rando PrOCeS35 clock an Analog to Digital Converter (ADC) [1]. Fig-

.‘p(iz{ Multuc;lymg tl)y two, we g?t thgltl)rle-5|<::]ed PSD. Wh'cl?ure 2 shows the conversion happening in that case between
'S the MOst usual measure of osciiator phase Noise. T x, 56 noise and signal amplitude noise, resulting in a de-

also customar_y to.averaga flnlte-t.|me measurements to crease of the ADC's Effective Number Of Bits (ENOB).
get an approximation of the one-sided PSD:

~ 2 2
Se(f) = 7 <|‘I)T(f>| >m (D Phase-locked loops

Taking the square root of eq. 5 we would have the phase Phase-locked loops [3] are an invaluable tool in cleaning
noise rms value, and dividing the result by the nominal fredp the jitter of clocks, among many other possible applica-
guency gives the jitter. The problem, as we said, is thdions. Figure 3 depicts their internal structure.
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Figure 2: Conversion between clock phase noise and signal
amplitude noise in an ADC. £,
0 S Loop filter F|gur(_e 4: Optim_al choice of PLL bandwidth for jitter-
: *  detector i F(s) cleaning applications.
i ve= K, (0: - ¢,) d
% =Ko - V., ve andFE(s) is the so-called error transfer function, defined as
P,
Pyco Perfect E(s)=1— H(s) = 5 13
4@‘7 vco (s) () s+ KvcoKqF(s) (13)
P,
VCO noise In typical clock-cleaning applicationd{(s) is a low-

pass filter, whileE(s) is high-pass. Cut-off frequencies
Figure 3: Block diagram of a phase-locked loop. are dictated by PLL parameters, and most importantly the
loop filter F(s). The PSD of the phase noise of will

. 2 . .
The phase detector (PD) block generates an output vofté filtered by|H (s)|" while the phase noise PSD of the

. . 2 .
agev, proportional to the phase difference between the in/ CO Will be filtered by| E(s)[”. This means that the low

put and output of the PLL. In Laplace space, its output if€quency noise in the PSD of, will come from the refer-
therefore enceyp; and the high-frequency noise will come fram.

Vi(s) = Kq (Di(s) — Do(s)) 8 The transition from one noise source to the other will be

at a frequency determined by the loop parameters. After

The next block after the phase detector is the loop filtepg efy) study of the PSDs af; andy,, it is the task of the
which outputs the control signal for the Voltage-Contrdlle designer to choose a cut-off frequency that will minimize

Oscillator (VCO): overall area under the,, PSD curve, and consequently
Vo(s) = F(s) - Va(s) (9 time-domain jitter. In typical systems — like t_he transm_is-
sion of a very stable clock over a channel which adds high-
The VCO outputs a signal with a frequency proportionafrequency noise — the VCO is worse than the reference at
to its input voltage. Since frequency is the derivative ofow frequencies and better at high frequencies. The point
phase, this means that the phase of the signal at the outfrequency where the two PSD plots (reference and VCO)
put of the VCO is proportional to the integral of the VCOcross is in that case an optimum setting for PLL bandwidth,
control voltage: as shown in figure 4.

K -V
Bycols) = 2veo Vel®) (10) TIMING TECHNOL OGIES

S

Since there are no perfect VCOs, we have included a In this section we present currently available technolo-
VCO noise source in the diagram, contributing phase gies that allow users to achieve synchronization at differe
Calculating the output phase, from the two sources in the levels of accuracy and precision. By accuracy we mean the
diagram (reference input phasg and VCO phase noise degree to which the time base in a receiver matches that of
) again in Laplace space gives the master on average. Precision refers to the amount of jit-

ter in the receiver’s clock signal, i.e. the fluctuationssnd
Do(s) = H(s) - @i(s) + E(s) - @u(s) (11)  the average deviation indicated by the accuracy. Very of-
whereH (s) is called the system transfer function, defineden in accelergtor environments a Constant time deviagion i
as inconsequential as long as the constant is known and com-
KycoKiF(s) pensated for either in hardware or software (by e.g. cor-
(s) = s+ KycoKaF(s) (12) recting time tags). This compensation of fixed delays can




Master Slave e The routing of packets through the network can be

time time completely different for packets going from master to
t, slave and vice versa. Also, traversal of routers and
Sync switches exhibits non-deterministic latencies.

Due to these limitations, NTP software must use a very

Follow_Up (with t,) ¢ powerful statistics artillery to average many measuresient
2 Typical synchronization precisions range from under 1 ms
in a well-controlled Local Area Network to around 10 ms

t through the Internet. These figures are satisfactory for the
3

Delay_Req needs of e.g. workstations in typical control rooms of ac-
celerator centers.
t,
Delay_Resp (with t,) Microsecond timing
\ The Precision Time Protocol (PTP, IEEE1588) uses the

same ideas as NTP but improves on both of its shortcom-
v v ings:

e Packets can be time-stamped in hardware, using ded-
Figure 5: Transmission delay estimation using a two-way icated PTP network cards which sniff the packets as
scheme. they are emitted or received and freeze a counter to
generate a precise time tag at a well-specified moment
within the packet.
Although PTP can work with standard switches, spe-
cial PTP switches have been developed which do not
introduce any meaningful loss in precision due to their
variable transmission latencies.

take the form of tweaking programmable delay generators R
in the receiver (to produce delayed pulses driving a piece of
equipment) and observing the beam until a satisfactory sit-
uation is achieved. In other cases, a precise compensation
of fixed delays, along with tight jitter control, are needed

in the timing network itself. If the master and slave n0de$hrough the use of these techniques, PTP can give sub-
have the capability of time-tagging messages as they emficrosecond precisions in a well-controlled environment.
them and receive them, a scheme such as the one depigtegformance is limited by the fact that typical implementa-
in figure 5 can be used to determine transmission delay. tions of the clock in the slave are based on a free-running
Knowing time tagss, 2, t3 andts, the slave node can |ocal oscillator whose frequency offset with respect td tha
evaluate the transmission delaysee eq. 14) and apply a of the master has to be compensated for continuously. Even
shift to the broadcast time to compensate for that delay apdfixed frequency offset results in a linearly increasing

align with the master. phase difference, so this phase drift has to be compensated
by frequent exchanges of time-tagged packets over the net-
5 = (ts —t1) = (ts — 1) (14) work. However, for applications which do not need better
2 than microsecond precision, PTP is perfectly adequate.

This scheme assumes that the link is perfectly symmetric.
The extent to which that assumption is true, along with thhlanosecond and picosecond timing
precision of the time tags, results in different precisifors

different implementations. To palliate the problem of free-running oscillators in the

slave, some timing networks recover the clock signal in the
ili L slave from the data stream generated by the master. In this
Millisecond timing scheme, the master uses the clock signal to be distributed as

The Network Time Protocol (NTP) is typically used encoding clock signal for the data stream. This clock signal
to keep UTC time in general-purpose computers. NTES then used for local counting and time-stamping in the re-
uses messages over the Internet to synchronize NTP cliefver. With the advent of multi-Gb/s data links, the clock
(timing slaves) to one or more NTP servers (timing masSignal recovered by the physical layer components must be

ters). Precision is affected by the lack of symmetry arisingf very high quality, otherwise the link would not func-
from two main factors: tion properly. Using that recovered clock signal ensures

that there is no frequency offset with respect to the mas-
e The time-tagging actually happens in softwareter, and very infrequent PTP-type exchanges of packets are
through a call like gettimeofday() in user space, subenough to account for the changes of transmission delay,
ject to the variability in scheduling latency of typical typically varying only due to thermal — i.e. slow — effects.
operating systems. Two examples of such networks are the beam-synchronous



MRF [6] system used in many light sources and the UTCaptical cross-correlator), CW systems measure phase delay
synchronous White Rabbit [11] network currently beingand rely on a model to stabilize group delay. Both types of
designed by CERN, GSI and others. Precisions of undsystems have achieved performances well below 50 fs of
10 ps are relatively easy to achieve using this method (aijitter for fiber lengths of several hundred meters.

the jitter minimization techniques presented in the PLL-sec

tion), and accuracies of around 1 ns are realistic, the lim- CONCLUSIONS
iting factor being hard-to-determine non-symmetric dslay
in the nodes and the transmission medium. We have explored timing figures of merit and some of

Another important timing application in the nanoseconéhe technologies avai_lgble to fulfill vfarying.re.quirements
realm is the time transfer between laboratories for neatrirf? accuracy and precision. - In choosing a timing technol-
oscillation experiments [10]. In these experiments it is im®9Y: the user should start with an accurate assessment of the
portant to be able to discriminate neutrinos coming fror€€ds. This includes, among other things, not only jittér bu
the emitting lab from those coming from the Sun and othé#!SO the frequency range of interest in the phase noise PSD
sources. A precision of 1 microsecond is typically enougi’P,'Ot- Additional considerations to bear in mind include
but nanosecond precisions open the way to interesting nefiether the system should be UTC or beam-synchronous
trino time-of-flight measurements. Time transfer system@nd the possible need for real-time transmission delay com-
for these experiments typically use the same techniques@gnsation. After the needs are clearly specified in terms
national metrology labs use for the manufacturing of UT®T objective and measurable figures of merit, the user can
time itself. A local atomic clock time base is continuouslycN0Se an appropriate technology to fulfill them. In this pa-
compared with time received through a GPS receiver. GH¥T We have presented solutions going from software-based
time is noisy in the short term due to perturbations in th@lillisecond-range synchronization to optical femtoseton
atmosphere and other noise sources, but averaged over'249€ systems. Each one of them has uses in the field of
hours using e.g. a local Cesium clock, it achieves Veg)ntrol and data acquisition systems for particle accelera

good accuracy. This averaging can consist e.g. in fitting Q"S-

straight line with a given slope through the constellatibn o
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